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Identifying requirements for an information system is an important task and conceptual modelling is the first
step in this process. Conceptual modelling plays a critical role in the information system design process and
usually involves domain experts and knowledge engineers who brainstorm together to identify the required
knowledge to build an information system. The conceptual modelling process starts with the collection of
necessary information from the domain experts by the knowledge engineers. Afterwards, the knowledge
engineers use traditional model driven engineering techniques to design the system based on the collected
information. Natural language-based conceptual modelling frameworks or systems are used to help domain
experts and knowledge engineers in eliciting requirements and building conceptual models from a natural
language text. In this article, we discuss the state of the art of some recent conceptual modelling frameworks
that are based on natural language. We take a closer look at how these frameworks are built, in particular
at the underlying motivation, architecture, types of natural language used (e.g., restricted vs. unrestricted),
types of the conceptual model generated, verification support of the requirements specifications as well as
the conceptual models, and underlying knowledge representation formalism. We also discuss some future
research opportunities that these frameworks offer.
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1 INTRODUCTION

Conceptual modelling is the activity that elicits and describes the relevant knowledge to build an
information system. Conceptual modelling involves different stakeholders (e.g., domain experts
and knowledge engineers) who brainstorm together to identify the necessary information for
building the information system [26]. Identifying necessary information is the most important
part for the design of an information system and is known as requirements elicitation [43]. After
identifying the required information, knowledge engineers build a conceptual model of the infor-
mation system by using model driven engineering techniques such as entity relationship mod-
elling (ERM) [3, 15], object-oriented modelling (i.e., Unified Modelling Language (UML)) [47],
or object-role modelling (ORM) [19, 20]. Model driven engineering is a software development
technique that focuses on creating conceptual models to represent the problem domain. Therefore,
model driven engineering aims at developing an abstract representation of knowledge and activ-
ities that governs the target application domain. One of the problems with these models is that
they are constructed graphically and as a result they are often hard to understand for domain ex-
perts [31]. A properly designed graphical model can be understood without any prior knowledge
but when graphical models represent complex situations they lose their intuitive understandabil-
ity [34]. To overcome this problem, some conceptual modelling techniques use verbalisation to
describe the graphical representation [20].

Another problem with these conceptual modelling techniques is that they have no formal seman-
tics; therefore, they are not machine comprehensible, do not support automatic verification and
validation nor automatic reasoning [7]. To overcome these problems, previous works used logic
representation languages in parallel with traditional conceptual modelling techniques [5, 14, 40].
There exist a number of tools [13, 37, 38] that allow knowledge engineers to draw a conceptual
model and then translate the model constructs automatically into a logical representation. This
logical representation is then used to verify the model and can help to validate the model. How-
ever, using logic with traditional conceptual modelling techniques also introduces some problems
like the difficulty to generate logical representations. Furthermore, it is not easy to understand
these logical representations for domain experts, since most of them are not trained in formal lan-
guages and no well-established methodology is available to represent conceptual models in logic
representations [7].

Recent research on conceptual modelling showed that using a controlled natural language
(CNL)! for specification and verbalisation of conceptual models can overcome the problems in-
troduced by using a logic representation language in the conceptual modelling process [26]. A
CNL can be defined as a subset of a natural language that is obtained by constraining the gram-
mar and vocabulary in order to eliminate the ambiguity as well as the complexity of a natural
language. A CNL can be designed in such a way that it has well-defined computational properties
and therefore can be translated unambiguously into a formal representation [27]. Using a CNL
in a conceptual modelling framework helps the domain experts to better understand the concep-
tual models as the framework can support semantic round-tripping from a CNL specification to a

!Also known as restricted natural language (RNL).
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conceptual model and from a conceptual model to a CNL specification. Using a CNL also allows the
machine to understand the models and therefore supports automated reasoning (e.g., verification).
But the main problem using a CNL is that although it is easy to read, it is difficult to write. Recent
research [56] on conceptual models showed that there exist three modes of conceptual modelling:
(1) informal modelling for cognition and communication; (2) semi-formal modelling for planning
and documentation; and (3) formal modelling for generation and contracts. In the software indus-
try 70-79% of the modelling is done informally [56]. Using a CNL for conceptual modelling can
make this modelling process formal in a seemingly informal way; if a suitable authoring tool is
provided. An authoring tool helps the user to write a specification in CNL and to translate the CNL
specification into a formal representation.

Natural language-based conceptual modelling (CM) frameworks were introduced during
the 1990s [41, 51]. The main motivation behind these frameworks is to support domain experts
and knowledge engineers in requirements elicitation. In this article, we will discuss some popular
as well as some newer frameworks or systems. The rest of the article is organized as follows:
Section 2 discusses the paper selection strategy; Section 3 explains the review criteria; and
Sections 4-15 describe the natural language—based conceptual modelling frameworks or systems:
In Section 4, a framework for software development from natural language specification by
Saeki et al. [51]; in Section 5, Mich and Garigliano’s natural language-object-oriented
production system (NL-OOPS) [41, 42]; in Section 6, Harmain and Gaizauskas’s framework for
building class models (CM-Builder) [22]; in Section 7, Ilieva and Ormandjieva’s framework for
deriving models by automatically analysing user requirements [30]; in Section 8, Ambriola and
Gervasi’s framework for requirement analysis with CIRCE [2]; in Section 9, Deeptimahanti and
Babar’s UML model generator [10]; in Section 10, Ibrahim and Ahmad’s Race framework [29]; in
Section 11, the framework for transforming user stories into UML use-case diagrams by Elallaoui
et al. [11]; in Section 12, the cognitive grammar-based framework by Selway et al. [54, 55]; in
Section 13, automatic builder of class diagrams (ABCD) by Karaa et al. [4]; in Section 14, the
bi-directional grammar-based framework by Hossain et al. [24, 26, 27]; and in Section 15, Omar
and Baryannis’s semi-automated conceptual model extraction system (SACMES) [44] are
discussed. After that, Section 16 provides a brief comparison of these frameworks, Section 17
discusses the future research opportunities, and finally, Section 18 concludes the article.

2 PAPER SELECTION STRATEGY

To select relevant papers for our review, we looked for systems and frameworks that support au-
tomation in building conceptual models by leveraging NL processing. For our article, we mainly
considered the systems that follow a model driven engineering practice. To find relevant systems
or frameworks, we searched Google Scholar with the predefined search string “natural language
based conceptual modelling frameworks” and “generating conceptual models from natural lan-
guage specifications” Our other strategy was to read the retrieved papers and explore their refer-
ences to find additional papers. During the selection process of the appropriate papers, we applied
the following criteria:

— Studies that are peer-reviewed.

— Studies that are written in English.

— Studies that use NL or controlled NL specification as an input to derive conceptual models
or programs.

— Studies where NL processing is done automatically or semi-automatically.

— Studies that use knowledge representation techniques (e.g., first-order logic, description
logic, and/or modal logic) to store conceptual models and therefore support verification.
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In some cases when some of the criteria (i.e., verification support) were not fulfilled, we considered
those papers that are highly relevant and address the same problem. For example, most of the
discussed systems or frameworks do not support formal verification since they do not use a logic
representation language for conceptual modelling.

3 REVIEW CRITERIA

Since the conceptual modelling process usually starts from scratch, it cannot rely on existing data
that would make this process immediately suitable for machine learning techniques. In this article,
we have considered frameworks or systems that use NL processing techniques for conceptual
modelling from scratch. Each framework is described in terms of its motivation, architecture, and
characteristics. Furthermore, we based this study on the following key criteria in order to make
these frameworks or systems easily comparable.

— Diagram Type: The type of the diagram (or model) generated by a conceptual modeling
framework (i.e., ER, UML Class, ORM, Dataflow, or Use-Case diagram).

— Type of NL: Whether the conceptual modeling framework uses a restricted or unrestricted
NL as a requirements specification language.

— Knowledge Representation Formalism: The type of knowledge representation formalism
used by the frameworks for verification; for example, first-order logic, description logic, or
modal logic.

— Semantic Round-tripping: Whether the CM framework supports semantic round-tripping
or not between a NL specification and a conceptual model.

— Verification: Whether the CM framework supports verification for a requirement specifica-
tion and a conceptual model in order to identify inconsistencies.

For each of the introduced frameworks or systems, we discuss the motivation behind the authors’
work (e.g., the problem that they intended to solve), how the framework has been built (e.g., types
of NL processing techniques used), and finally, in the characteristics section, we discuss the prop-
erties that make them different from other frameworks or systems.

4 SOFTWARE DEVELOPMENT PROCESS FROM NL SPECIFICATION
4.1 Motivation

The motivation behind the work of Saeki et al. [51] is to find a methodology that constructs a proto-
type program or a formal specification from an informal NL specification. Describing requirements
for software in a complete and consistent way during the early stage of the development phase
is not an easy task. Many researchers have proposed methods for prototyping and verification
that achieved promising results but these methods are useful only after the prototype or formal
specification is constructed. The work of Saeki et al. makes an effort to fill the gap of creating a
prototype program or formal specification from a software requirements specification.

4.2 Architecture

The architecture in Figure 1 adopted from [51] shows the process of deriving a formal specification
incrementally from an informal specification written in NL. This process consists of two major ac-
tivities: (1) a design activity and (2) an elaborate activity. The design activity is responsible for
extracting an object-oriented model structure of the software modules interactively from an in-
formal English description. Every content word (e.g., nouns and verbs) in the NL description is
associated with a particular software concept such as class, attribute, and method. Special atten-
tion is given to the patterns of verbs that occur in the sentences to make the process applicable
for dynamic systems. The elaborate activity is responsible for refining and rewriting the informal
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Fig. 1. Software development process from natural language specification.

specification precisely according to a module design document. The final output of this design and
elaborate activity cycle is a formal specification of the system that is used to generate a program.

4.3 Characteristics

Saeki et al. showed a process that builds software modules incrementally from an object-oriented
specification. The object-oriented specification is obtained through the design activity from an
informal NL specification. The described system can analyse one sentence at a time and can extract
required software concepts but is unable to determine the relevant words that are needed for the
formal specification. Hence, a human analyst does the elaborate activity and reviews as well as
refines the relevant software concepts derived from each sentence.

5 NL-OOPS
5.1 Motivation

The motivation behind Mich and Garigliano’s work [41, 42] is to support requirements elicitation
and definition during the software development lifecycle (SDLC) process. In an SDLC, the re-
quirement analysis phase plays a crucial role because errors and omissions in this phase may cause
failure to the entire software system. Formalisation can be used to specify requirements but cannot
help to extract them. Requirements elicitation highly depends on the analyst’s experience and in-
tuition. The goal of the NL-OOPS project was to build a computer-aided software engineering
(CASE) tool that supports requirement analysis by generating object-oriented conceptual models
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Fig. 2. Natural language—object-oriented production system (NL-OOPS).

from requirements documents written in NL. For this purpose, NL-OOPS uses a general-purpose
NLP system called LOLITA (Large-scale Object based Linguistic Interactor, Translator and
Analyser) [17] that can process informal NL.

5.2 Architecture

At first the informal NL requirements text is analysed by LOLITA (Figure 2) and then new nodes are
added to its information storage that contains around 100,000 interlinked concepts merged with
WordNet [17]. Information stored in LOLITA is kept in the form of a knowledge graph, which is
also known as a semantic network (SemNet). This information can be accessed, modified, and
also extended by using NL input. SemNet contains two types of nodes: entity nodes and event
nodes. Simple relationships between the concepts are represented by arcs whereas complex rela-
tionships between concepts are represented using event nodes. Requirements texts are processed
morphologically, syntactically, semantically, and pragmatically. Thus, the information stored in
SemNet becomes independent from the grammatical form of the NL requirements. The latest ver-
sion of NL-OOPS supports traceability between the original requirements texts, their representa-
tion in SemNet, and the class models generated from the text as the final output. To obtain models
at different levels of detail, a user can interactively change some portion of the text or the repre-
sentation of SemNet at different steps of processing.

NL-OOPS uses an algorithm for the extraction of the objects and their associations during
the object-oriented modelling activity. The object-oriented analysis algorithm consists of a
context-independent phase and a context-dependent phase. In the context-independent phase, a
list of candidate classes is generated. The context-dependent phase performs an analysis and uses
LOLITA’s event classification facility to extract classes, associations, attributes, values of attributes,
and operations with arguments from the list obtained in the first phase of the algorithm. Entity
nodes become final classes in the class model. SemNet has four types of event nodes: static, cyclic,
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dynamic, and instantaneous nodes. Static and cyclic event nodes are related to class associations
or attributes whereas dynamic and instantaneous nodes are related to the operation of the classes.

A system analyst can use an interface to SemNet to check both the final output of LOLITA for
a given text and to inspect all the nodes LOLITA created for the analysed text. The system analyst
can distinguish between old nodes already stored in SemNet and new nodes as NL-OOPS uses
different colors to represent them. The traceability function allows the analyst to check which
sentence is responsible for a node creation by selecting a node in SemNet as the corresponding
sentence is highlighted by the system.

5.3 Characteristics

NL-OOPS is an NLP-based CASE tool that supports NL analysis by extracting the objects and
their associations for creating object models. Using LOLITA as a core NLP system for the CASE
tool makes it possible to help the analyst both in eliciting and modelling user requirements. The
object-oriented analysis algorithm filters and translates the object and event nodes from LOLITA’s
SemNet.

6 CLASS MODEL BUILDER
6.1 Motivation

Harmain’s class model builder (CM-Builder) [22] aims to support the requirement analysis phase
of an object-oriented software development framework. Graphical CASE tools provide significant
help in documenting and analysing the output of the requirement analysis phase, and can also
assist in detecting inconsistency and incompleteness in the same stage. However, these tools are
unable to help during the initial yet most difficult stage of the analysis phase, that of identify-
ing the object classes, attributes, and relationships that are necessary in modelling the problem
domain. To contribute to this part of the analysis phase, a CASE tool needs to deal with human
language, which knowledge engineers use as a medium to understand the problems they are solv-
ing. CM-Builder analyses software requirements texts written in informal NL by using a robust NL
processing system called LaSIE (Large Scale Information Extraction) [16, 28] and constructs an
initial UML class model representing the object classes mentioned in the text and the relationships
among them. CM-Builder can generate models in two ways: automatically without an analyst and
interactively with an analyst. The initial model can then be used as input to a graphical CASE
tool [22] for further refinement.

6.2 Architecture

CM-Builder is a modular CASE tool where the modelling process consists of four stages (Figure 3).
These stages can be summarised as follows:

(1) Acquire a set of informal software requirements or problem descriptions in NL.

(2) Use an NLP engine (Figure 3) that syntactically and semantically analyses the informal soft-
ware requirements and then stores all the intermediate analysis results in the form of declar-
ative knowledge for additional analysis.

(3) Extract object classes, their attributes, and the relationships among them from the results
produced by the NLP engine.

(4) Produce an initial static structure model of the system from the extracted objects in a
standard format (CDIF?) and use a graphical CASE tool to manually refine the initial model.

2CASE date interchange format.
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Fig. 3. Class model builder (CM-Builder).

CM-Builder’s NLP engine processes the text in three main processing stages: (1) lexical pre-
processing, (2) parsing, and (3) discourse interpretation. The lexical pre-processor is composed of
four modules: a tokeniser, a sentence splitter, a tagger, and a morphological analyser. The lexical
pre-processor takes a plain ASCII file containing a description of the informal requirements as
input and produces a set of charts, one per sentence, written as Prolog terms as output. Later
these Prolog terms are used directly by a bottom-up chart parser written in Prolog. The chart
is an internal structure that is suitable to deal with ambiguous sentences and supports a form
of dynamic programming. The parser takes the output of the lexical pre-processor as input to
build a syntactic tree and to generate a semantic representation for every sentence in the text
in parallel using the grammar rules. The parser is a partial parser because it produces correct
but not necessarily complete syntactic structures and semantic representations. After that, the
discourse interpretation module reads the semantic representation of every sentence and adds it
to a predefined “world” model to construct a discourse model.

6.3 Characteristics

CM-Builder comes in two versions (CM-Builder 1 and CM-Builder 2). In CM-Builder 1, all the
associations between attributes and classes, and all the relationships between classes are specified
manually by the user. The tool helps to find the most likely classes and the relationships between
these classes. In contrast to CM-Builder 1, there is no user interaction with CM-Builder 2 where
an initial conceptual model is constructed automatically from an informal requirements text. It
is most likely that this model will not be a complete model and may contain errors or omissions.
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Fig. 4. MDAATUR architecture.

Therefore, the basic idea here is that the output file in the CASE date interchange format (CDIF)
can be used as the input to a CASE tool that will enable the user to further refine and extend the
initial model.

Linguistic analysis is still limited in CM-Builder as intransitive verbs are ignored; attachment
of postmodifiers such as prepositional phrases and relative clauses are limited. Since the system
knowledge bases (lexicons, grammars) are not dynamic and cannot be easily updated by the user,
the amount of generic knowledge that is useful for interpreting a range of software requirements
texts is limited. Dynamic aspects of the system are not extracted from requirements texts. The tool
is not integrated with a graphical CASE tool into a single analysis framework.

7 MODELS DERIVED FROM AUTOMATICALLY ANALYSED TEXTUAL USER
REQUIREMENTS

7.1 Motivation

While a domain expert tries to express his/her knowledge in NL, a knowledge engineer tries
to express the knowledge in a formal way using a graphical model often without knowing
the domain. Models derived from automatically analysed textual user requirements
(MDAATUR’s) [30] objective is to fill in this gap between the different kinds of graphical rep-
resentation of the same knowledge—those of the user written requirements in NL and those of
requirements engineering illustrated using diagrams (i.e., UML). MDAATUR uses unrestricted NL
to express requirements text and uses tabular text as well as a semantic network as universal
intermediate models. MDAATUR extracts element knowledge using NL processing over the NL
description and then matches it with element presentation of a target model.

7.2 Architecture

Textual analysis and model construction in MDAATUR are conducted in four steps (Figure 4). The
first step is known as syntax categorisation. In this step, the syntactic category for each word of the
text is obtained using a POS tagger. The second step is known as tabular text model building where
the information extracted in the first step is used to identify the roles of the words in the sentences
and then arranged in a table. Three roles are considered in a sentence: a subject, a predicate, and
an object. To label the roles in a sentence, MDAATUR leverages the output from the POS tagger.
For identifying roles in a compound sentence, MDAATUR uses grammatical rules and heuristics.
The table is composed of four columns, each representing a particular role, which appear in the
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identical order as the roles appear in a sentence. There is also a column for storing the connection
words between simple sentences that make up a compound sentence. This connection is stored to
identify the role of the sub-sentence in the main sentence. The third step is known as semantic
processing of the text where all the words are presented in a semantic network to discover the
interconnection within the whole text. The basic elements of the semantic network are relations
(e.g., predicate, prepositional, structural, attributive, possessive, and enumerative). After this step,
MDAATUR obtains a complete but compact picture of each element in the network. The fourth
and final step is known as interpretation of the text for diagrammatic modelling. The objective of
this step is to arrange the information from the previous steps and to model it in the form of a
diagram.

7.3 Characteristics

MDAATUR is a framework that automatically analyses the NL requirements and then uses the for-
mal representation of the extracted knowledge to generate graphical models. The MDAATUR sys-
tem has several advantages over similar systems. For example, MDAATUR analyses unrestricted
NL. To bridge the NL model of knowledge and the requirements engineering model of knowledge,
MDAATUR uses two internal representations: (1) the tabular representation of text and (2) the
semantic network of knowledge. These internal representations can be applied independently in
other applications, as they are independent of the style and complexity of the NL. From them,
MDAATUR builds three different graphical models (hybrid activity diagrams, use-case path dia-
grams, and a domain model) of the extracted knowledge.

8 REQUIREMENT ANALYSIS WITH CIRCE
8.1 Motivation

Ambriola’s CIRCE system [2] is a framework that aims at supporting the activities of the require-
ments analysis and modelling phase. Since a carefully conducted requirements analysis is a key
factor in the success of a software development project, CIRCE offers a simple but powerful frame-
work for analysing requirements texts expressed in NL. In CIRCE, strong emphasis is given to
the comprehensibility of the requirements to facilitate conversation with the domain expert. A
modular expert system is responsible for the modelling and analysis activity that ensures the cus-
tomisability and extendibility of the framework.

8.2 Architecture

CIRCE is an environment that analyses controlled NL requirements unlike the previous NL-based
frameworks discussed in this survey. CIRCE applies successive transformations to the require-
ments text to obtain concrete, rendered views of conceptual models. These include the models of
the requirements document itself that is considered as a textual artifact, the models of the sys-
tem depicted by the requirements text, and the models of the requirements development process
by tracing the relevant artifacts [2]. The general architecture of CIRCE is divided into five mod-
ules (from NL requirements to conceptual models). Each of these modules can be considered as a
function with the input and possible output depicted in Figure 5.

In the first step, the requirements text is parsed and transformed into a forest of parse trees
using a domain-based parser named CICO [18]. These parse trees are closely related to the orig-
inal requirements text, but omitting many surface features to facilitate subsequent analysis. The
parse trees acquired from the previous transformation are then encoded as tuples and kept in a
common tuple space. These encoded tuples act as a source of the extensional knowledge of the
requirements text, and are used as input for the next step. An embedded expert system is then
used to refine the extensional knowledge stored in the tuple space. The expert system enriches the
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tuple space with more tuples. The expert system uses the intensional knowledge about the basic
structure and behavior of a software system, and the existing tuples in the tuple space to derive
new tuples. The intensional knowledge is provided by a modular component called modelers. The
projector is another type of component in CIRCE’s architecture that is responsible for providing
different views of a requirements text. When a particular view is wanted, projectors extract the
necessary information from the tuple space. The extracted information is stored as an internal
representation (e.g., using a graph-theoretic notation) in CIRCE and needs to be made tangible
for presenting to the user. The translator is the component that is responsible for translating the
internal representation into a conceptual model.

CIRCE’s architecture has been implemented as a web-based system. The system has a central
server that acts as a repository to store requirements documents. A user can use any standard web
browser to edit these requirements documents and request specific views. CIRCE performs the
necessary transformations to create the requested view and then shows the result as a web page.

8.3 Characteristics

The aim of CIRCE is to provide a basic framework and infrastructure that can accommodate most
of the ideas expressed in the area of automated NL requirements analysis. CIRCE also offers a level
of enactment, adequate generality, and an initial set of conceptual models and views that make it
usable in industry [2]. It has often been observed that a NL is not suitable to represent requirements
as NLs are ambiguous, inconsistent, and redundant. CIRCE uses a controlled NL for representing
requirements to overcome these problems. Although using NL is the most appropriate way for
communication, NL is particularly well suited for stating requirements when it is used in a consis-
tent manner. The effort needed to get familiar with CIRCE was found to be small compared to the
effort needed to manually analyse the documents iteratively for each version. The CIRCE frame-
work supports deriving static models such as ER diagrams or UML class diagrams and dynamic
models such as use-case diagrams, or event-condition-action rules [2] from the requirements.

9 UML MODEL GENERATOR FROM ANALYSIS OF REQUIREMENTS
9.1 Motivation

Software requirements specifications written in NL are often influenced by geographical, psycho-
logical, and sociological factors. They are also incomplete, inconsistent, and ambiguous in na-
ture. UML Model Generator from Analysis of Requirements (UMGAR) [10] was developed
as a domain-independent tool to mitigate these issues of software requirements specifications.
Another objective of UMGAR was to overcome the defects caused by overlooking requirements
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specification by human reviewers. UMGAR provides complete automated support in developing
both static and dynamic models from NL requirements specifications.

9.2 Architecture

UMGAR leverages an object-oriented analysis and design approach to elicit objects from require-
ments specifications in NL. UMGAR generates analysis and design class models by an approach
that combines both the Rational Unified Process (RUP) [33] and the ICONIX [50] process using
NLP tools like the Stanford parser, WordNet, and JavaRAP. UMGAR can process large requirements
documents and uses a glossary to avoid communication gaps among team members to create un-
ambiguous requirements. The architecture of UMGAR consists of two layers (Figure 6): (1) NLP
tool layer and (2) model generation layer. The NLP tool layer normalises requirements specifica-
tions by removing ambiguous requirements and by identifying incomplete requirements. The NLP
tool layer performs syntactic reconstruction to extract all possible requirements by splitting com-
plex sentences into simple sentences. UMGAR has eight syntactic rules defined for the syntactic
reconstruction purpose. The syntactic reconstruction process is an interactive process because if
the NLP tool layer finds any sentence in the requirements specifications that does not satisfy the
rules, then UMGAR asks the user to change the sentence structure according to the rules. The
model generation layer is responsible for generating different object-oriented models by using
normalised requirements from the NLP tool layer. The model generation layer is composed of a
use-case model developer, an analysis class model developer, and a design class model developer. To
demonstrate traceability between requirements specifications and code, UMGAR generates code
models in JAVA by using the Enterprise Architect code generation feature.

9.3 Characteristics

UMGAR is a domain-independent framework for generating UML diagrams that performs syntac-
tic reconstruction of complex sentences by following eight predefined rules. This syntactic recon-
struction is an interactive process since it requires users to rewrite complex sentences that are not
supported by the predefined syntactic rules. UMGAR can generate use-case models, analysis class
models, and design class models. An important feature of UMGAR is the XMI import facility that
enables UMGAR to visualise UML diagrams in any UML modelling tool that supports XMI file
importation.

10 RACE, A CLASS DIAGRAM EXTRACTION TOOL USING NLP TECHNIQUES

Ibrahim and Ahmad [29] propose a method and develop a tool called RACE to facilitate the process
of requirements analysis and class diagram extraction from NL text. They analyse requirements
and extract class diagrams from textual content by using natural language processing (NLP)
and domain ontology techniques. Usually, the requirements are taken from interviews, documents,
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and notes. The RACE tool can generate class diagrams in a fast way and uses taxonomic class
modelling (TCM) for the extraction of class diagrams.

10.1 Architecture

The RACE framework uses NLP and domain ontology techniques to understand the requirements
well (Figure 7). First, RACE uses the openNLP [46] parser for POS tagging and chunking (i.e., di-
viding sentences into phrases). Afterwards, a stemming algorithm is used for the morphological
analysis [21] of the requirements. After that, RACE uses WordNet to validate the semantic cor-
rectness of the sentences generated during the syntactic analysis. RACE uses the hypernyms from
WordNet for selected nouns to verify generalisation relationships where a noun phrase is supposed
to be “a kind of another” noun phrase. WordNet is also used to find semantically similar terms, and
for the acquisition of synonyms. RACE uses the synonyms to extract words that are semantically
related to each other. By using the above steps, RACE extracts possible concepts. For identifying
the concepts correctly, RACE takes help from a domain ontology. Later, RACE proposes a few
rules for class, attribute, and relationship identification. Finally, RACE also provides a system to
manually add, create, or delete concepts.

10.2 Characteristics

The RACE tool mainly focuses on producing class diagrams from users’ requirements. The authors
use NLP techniques for analysing requirements that are written in informal text. The system has
both internal (i.e., concept extraction engine and class extraction engine) and external (i.e., con-
cept management) components. They use the concept extraction engine, which generates concepts
with the help of a domain ontology. They use WordNet for semantic correctness of the extracted
concepts, its attributes, and relationship between the concepts. The goal of the concept extraction
engine is to extract concepts from the requirements description. On the other hand, the class ex-
traction engine takes the output from the concept extraction engine to generate class diagrams by
using some heuristic rules.
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11 COGNITIVE GRAMMAR-BASED FRAMEWORK

11.1 Motivation

The main motivation behind the cognitive grammar-based framework by Selway et al. [54, 55], is
to support business users in creating and maintaining their business vocabulary and rules using
NL and a flexible document structure. The idea is to reduce the manual effort that is required to
formalise the business specifications and transform them into conceptual models suitable for use
in and for the development of an information system. Another idea is to allow business users to
build well-formed sets of business vocabularies and rules, with consequential benefits in commu-
nicating requirements, software quality, launch, and productivity. This approach uses the unique
combination of model-driven engineering [53], cognitive linguistics [35], and knowledge-based
configuration techniques to implement the framework.

11.2 Architecture

In a cognitive grammar-based approach, the overall analysis process starts whenever an organi-
sation identifies some rules to specify and assigns a business person in the organization to define
the business vocabulary and rules following their own style and format (Figure 8). The cognitive
grammar-based approach uses SBVR Structured English [39] as the specification language. If the
rules defined by the organisation vary too widely with the SBVR Structured English, a technical
expert is required to customise the defined rules in SBVR Structured English to identify different
elements of the specification. The cognitive grammar-based approach uses a general architec-
ture for text engineering (GATE) [9] to process the defined vocabulary and rules. The GATE
framework processes a business specification through tokenisation and sentence splitting while
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the customised rules (keywords and structural rules) from the technical expert identify a document
structure. This results in a representation of rules in SBVR Structured English that are displayed
to the user for review after processing the specification. The rules may contain errors that are not
resolved automatically by the system. The user can then make changes if required and ask the
framework to process the document again to update the SBVR model and to get additional feed-
back. This cycle will continue until the model is complete. Once the business user has resolved
all problems with the specification, the technical experts can use the SBVR model to develop an
information system.

11.3 Characteristics

The cognitive grammar-based approach uses a theory from the field of cognitive linguistics known
as cognitive grammar for NL processing [54]. The cognitive grammar combines syntax, semantics,
and pragmatics into a comprehensive view of language and provides consistent treatment for all
the linguistic elements that are traditionally treated individually [54]. This research uses a unique
combination of techniques from cognitive linguistics, knowledge configuration, and model-driven
engineering that semi-automatically transform a business specification into a formal SBVR model.
Even though this approach enables the generation of suitable formal models from business speci-
fications, it does not offer any formal verification of the models.

12 BI-DIRECTIONAL GRAMMAR-BASED FRAMEWORK
12.1 Motivation

The main motivation behind Hossain’s bi-directional grammar-based framework [24, 26, 27] is to
support semantic round-tripping in conceptual modelling and provide verbalisation support for
conceptual models. Another motivation behind the bi-directional grammar-based framework is
to make the conceptual modelling process formal in a seemingly informal way by using a CNL
for writing a specification. The bi-directional grammar-based approach uses description logic as
a knowledge representation language. Previous NL-based approaches [2, 22, 29, 41, 51] for con-
ceptual modelling did not constrain the NL enough and did not use description logic to formally
represent the conceptual models. Moreover, the idea of semantic round-tripping was not present.
The bi-directional grammar-based approach also uses CNL for the conceptual modelling process
to overcome the problems that occur using traditional conceptual modelling techniques and tries
to make the conceptual modelling process transparent through verbalisation. It offers verbalisa-
tion for popular conceptual modelling techniques (e.g., ER and UML class diagrams). These mod-
elling techniques are frequently used in the industry and have no verbalisation support. Existing
tools that support creating these models do not provide the facility of writing specifications for
conceptual models in a CNL and therefore semantic round-tripping is not possible. Hossain’s bi-
directional grammar-based conceptual modelling framework offers the following benefits:

— Writing textual specifications in CNL that correspond to conceptual models.

— Description logic-based common formal representation (DL ALCQI) for different conceptual
models.

— Semantic round-tripping between a textual specification and a graphical representation of
conceptual models.

— Verification of the written specifications and the conceptual models.

12.2 Architecture

In a bi-directional grammar-based approach, a specification of the conceptual model is written in
CNL first and then the specification is translated automatically with the help of a bi-directional
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grammar into a description logic representation. An existing description logic reasoner® is then
used to check the consistency of the formal representation and after that the corresponding concep-
tual model is generated from this representation. In this approach, the conceptual model is derived
from the specification whereas in conventional logic-based approaches knowledge engineers first
draw the model and then use programs to translate the model into a formal notation [13]. Figure 9
shows the system architecture for the bi-directional grammar-based conceptual modelling frame-
work. Figure 9 also shows the underlying architecture of the framework where a bi-directional
grammar is responsible to translate the CNL specification into a formal representation (RuleML
JSON?) and the other way around. The RuleML JSON representation is mapped into a reasoner
friendly description logic representation for verification. The RuleML JSON representation is fur-
ther processed to generate a conceptual model. The framework works in both directions (from a
CNL specification to a conceptual model and vice versa).

12.3 Characteristics

The bi-directional grammar-based conceptual modelling framework has several advantages.
Firstly, it uses a formal representation to generate conceptual models. Secondly, it makes the
conceptual modelling process easy to understand by providing a framework for writing specifi-
cations, generating visualisations (with the help of a case tool or a conceptual model generation
system [49]), and verbalisations of these visualisations. Thirdly, it makes the conceptual models ma-
chine processable like other logical approaches, and therefore supports verification. Furthermore,
the support for verbalisation facilitates better understanding of the modelling process, which is
only available in limited form in other conceptual modelling frameworks and helps users to ma-
nipulate the models in a round-tripping fashion.

13 TRANSFORMATION OF USER STORIES INTO UML USE-CASE DIAGRAMS
13.1 Motivation

For writing functional requirements, understanding user stories is an important task. Meryem’s
framework [11] proposes a technique of transforming users’ stories into corresponding UML use-
case diagrams. The framework of Elallaoui et al. uses a model-driven architecture (MDA) for
all the transformations. These models represent the highest level of abstraction, which show the
requirements understandably by the domain experts.

Shttp://www.hermit-reasoner.com/.
*https://wiki.ruleml.org/index.php/RuleML_in_JSON.
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13.2 Architecture

The framework of Elallaoui et al. mainly constructs the computational independent model
(CIM) by automatically transforming a set of user stories into UML use-case diagrams. The main
benefit of user stories as well as the transformation work is already carried out in the MDA ap-
proach. The framework uses a TreeTagger parser along with other NLP techniques for transform-
ing user stories. This parse tree helps in finding actors, use cases, and their association/relationship
based on the plugin that the framework developed. Figure 10 presents the steps for conversion of
user stories to UML use-case diagrams. For extracting UML use-case diagrams, the algorithm takes
a set of user stories and puts them into a text file. The technique applies POS tags for categorising
terms into proper nouns, verbs, and so forth. Each term of the user stories has been implemented
by a few JAVA classes. For example, the ElementFactory class creates actors and their use cases.
The ModelFactory class creates a model by adding elements such as actors and their association.

13.3 Characteristics

The framework of Elallaoui et al. is an NLP-based use-case building framework that analyses user
stories. The framework automatically converts user stories into corresponding use-case diagrams
by extracting actors and their relationships. The advantage of generating UML use-case diagrams
is that they are easy to understand and designers can also understand requirements without any
difficulties. The framework has been evaluated based on the generated models by comparing the
accuracy between automatically and manually detected actors, use cases, and respective relation-
ships. Finally, for a specific case study, recall and precision scores of 98% have been reported.

14 SEMI-AUTOMATED CONCEPTUAL MODEL EXTRACTION SYSTEM
14.1 Motivation

Semi-Automated Conceptual Model Extraction System (SACMES) [44] has been developed
through the integration of a linguistic-based approach with an ontology-based approach supported
by a minimum level of human intervention to resolve NL ambiguities. The need for a domain-
independent ontology has been emphasised in this study. To ease the difficulty and save time, the
recursive update of the domain-independent ontology has been proposed in this literature through
human intervention. The system has been called semi-automated as human intervention has been
integrated with the system. However, the evaluation of the system has shown that the need for
human intervention will reduce as the behaviour database flourishes continuously.

14.2 Architecture

The developed system integrates five tools that include Stanford CoreNLP, WordNet Ontology
(WordNet 3.1), Linguistic Rules (LR) as human intervention, Conceptual Model Ontology
(CMO), and User History Knowledge Base (UHKB) using Microsoft SQL Server consisting
of two sectors named (a) Entities History Knowledge Base (EHKB) and (b) Relationships
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History Knowledge Base (RHKB). The system architecture of SACMES is displayed in Figure 11.
The system takes a requirements specification text (RST) as input. The processing of the input
is executed in three phases: (a) pre-processing phase, (b) entity identification phase, and (c) rela-
tionship identification phase. In the pre-processing phase the NLP tool identifies potential noun
phrases. After that, the NLP tool and WordNet work together to eliminate nouns and noun phrases
that are unlikely to be entities. The final output of this phase is the potential entities named as can-
didate entities. In the entity identification, CMO along with WordNet work to map the nouns into
entities or to discard them. Additionally, human interventions are used as linguistic rules to apply
domain importance and resolve issues related to multiple attributes of entities. If a noun phrase is
important within a requirements specification, then it can be mapped into an entity, e.g., a doctor
or a patient within a hospital-related specification is an example of domain importance. Applied
human interventions are saved in the EHKB for improving the knowledge base of the system. In
the relationship identification phase, relationships between the entities along with the cardinality
restrictions are being determined using the RHKB, the NLP tool, and the CMO. In this system,
human interventions are used to demystify “need to know” rules and ambiguities. The patterns
of human interventions are updated in the RHKB. Conceptual models are generated as the final
output of this process. Finally, the CMO is being updated with the conceptual models and UHKB
is updated with the user behaviour during this process.

14.3 Characteristics

SACMES has improved the extraction of conceptual models from NL using human intervention.
The system mainly focuses on the creation of an Entity Relationship Diagram (ERD) by iden-
tification of entities and relationships. Entity and entity relationships with cardinality restrictions
are represented as formal knowledge. Additionally, the user behaviour is stored in the database
for continuous improvement of the system. Moreover, semantic round-tripping is not considered
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while taking input into the system. The evaluation of the system showed that the performance of
the users developing conceptual models can be improved using SACMES. Precision and recall of
the users have increased by 6% and 13%, respectively for entity identification and 14% and 23%,
respectively, for relationship identification. The performance of the model has also improved by
processing more NL requirements and continuously reducing the need of human intervention.

15 ABCD
15.1 Motivation

The ABCD tool [4] was developed with a view to mapping user’s requirements specifications to
class diagrams automatically. In software engineering, automated class diagram generation from
verbose requirements specifications written in different NL texts by the users, is an area of huge in-
terest to software engineers and the research community [4]. However, this remains a quite difficult
task, since NLs can be highly ambiguous and unpredictable for a machine to process. As a result,
user requirements engineering has been well explored in the literature, where the researchers and
developers have proposed different techniques and tools [4]. To this end, the prime goal of this
work is to propose a novel technique to enable the automatic extraction of UML class diagrams
from the user-specified textual requirements for the development of software. At present, UML
class diagrams have emerged as one of the most applicable tools for not only reflecting appropri-
ately on the user’s verbose NL-based requirements but also envisioning the software development
plan. Precisely, a UML class diagram enhances the interpretation of the designed model throughout
the development process of the corresponding software. In the course of generating these class di-
agrams, the work also aims to identify a diverse range of UML concepts with benchmark accuracy.

15.2 Architecture

The authors present an improved approach for automating the transformation from NL user’s re-
quirements to UML class diagrams with the help of the ABCD tool. Motivated by a MDA approach,
this work comprises the following three major steps (Figure 12):

— processing the user requirements text (source model) into a processed text (target model),

— defining pattern rules (meta-model transformations) to transform the processed text into an
XML metadata interchange (XMI) file (target meta-model), and

— generating the class diagrams from the XMI file.

The text processing step involves sentence splitting, tokenisation, PoS tagging, and syntactic
parsing. To do these tasks, statistical NLP techniques are employed using the open source Stan-
ford NLP toolkit. The next task, pattern rules identification, requires a rule-based technique as it
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involves semantic analysis of the processed text to extract the relevant information about candi-
date concepts of the UML class diagrams. More specifically, following human knowledge expertise,
a set of patterns/rules is created using regular expressions to match an NL sentence to identify the
candidate concepts of the UML class utilising the text processing information (PoS, dependencies).
Three types of patterns are recognised in this study (in order of priority): attributes (class name
and attributes), relationships (inheritance, aggregation, composition, and association), and meth-
ods. These extracted concepts for UML class diagrams are saved in an XMI file. Finally, a CASE
tool, ArgoUML, is used to automatically generate the UML class diagram from the XMI file [8].

15.3 Characteristics

ABCD focuses on generating a UML class diagram; particularly on creating pattern rules using
regular expressions for generating the XML metadata from the NL text. However, the authors do
not consider semantic round-tripping in this study. The ABCD tool is evaluated in terms of three
metrics: precision (P), recall (R), and overgeneration (O), where ABCD outperforms three metrics:
(P =92%, R = 89%, O = 26%) of other popular automated class diagram generation tools (e.g., CM-
Builder [22], LIDA, DC-Builder, UMLG). Moreover, ABCD can extract more UML concepts (e.g.,
aggregations, multiplicity, compositions) than many automated tools.

16 DISCUSSION

Most of the existing NL-based CM frameworks derive conceptual models from NL text but cannot
generate NL text from conceptual models. A bi-directional grammar-based conceptual modelling
framework can make the communication transparent between a domain expert and a knowledge
engineer by allowing semantic round-tripping between restricted NL text and conceptual mod-
els. But the problem arises when a conceptual modelling framework uses unrestricted NL text
for writing specifications because of its ambiguity, inconsistency, and complexity. Domain experts
feel comfortable writing a specification in unrestricted NL but computers cannot process this text
completely; therefore, semantic round-tripping becomes impossible. Table 1 below shows a com-
parison of the NL-based CM frameworks or systems that we discussed in this article in terms
of their generated diagrams, use of RNL, formal representation, support for round-tripping, and
verification.

Diagram Type: Among the discussed frameworks, the framework by Saeki et al. [51] does
not support any specific diagram type. The framework by Saeki et al. derives a formal program
from a textual specification. UML class diagram is the most common diagram type that is gen-
erated by Mich and Garigliano’s NL-OOPS [42], Harmain and Gaizauskas’s CM-Builder [22],
Ambriola and Gervasi’s CIRCE [2], Deeptimahanti’s UMGAR by Deeptimahanti and Babar [10],
RACE by Ibrahim and Ahmad [29], Meryem’s the framework by Elallaoui et al. [11], Hossain’s
bi-directional grammar-based framework [23], and ABCD by Karaa et al. [4]. ER diagram is sup-
ported by Omar and Baryannis’s SACMES [44], Hossain and Schwitter’s bi-directional grammar-
based framework [27], and Ambriola and Gervasi’s CIRCE [2] framework. ORM?#¢"° diagram is
only supported by Hossain’s bi-directional grammar-based framework [23].

Use of CNL: Among all the discussed frameworks Ambriola and Gervasi’s CIRCE [2], Selway’s
cognitive grammar-based framework [55], and Hossain’s bi-directional grammar-based frame-
work [23] use restricted/CNLfor conceptual modelling. Unlike CIRCE and Selway’s cognitive
grammar-based framework, Hossain’s bi-directional grammar-based framework advocates that
an authoring tool should be used while writing specifications using a CNL to make the writing
process easier for the domain experts and knowledge engineers.

Knowledge Representation Formalism: Among the discussed frameworks, Mich and
Garigliano’s NL-OOPS [42], Harmain and Gaizauskas’s CM-Builder [22], Ilieva and Ormandjieva’s
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Table 1. Comparison of the NL-Based CM Frameworks

Comparison Criteria

System or
Framework Name Diagram Type | Use of RNL | KR Formalism" | Round-Tripping | Verification Support
Saeki et al.s Framework [51] N/A No N/A No ’ No
Mich and Garigliano’s NL-OOPS [42] UML Classs Diagram No FOL® No ’ Yes
Harmain and Gaizauskas’s CM-Builder [22] | UML Class Diagram No FOL® No ’ No
Ilieva and Ormandjieva’s Use-Case Path, No FOL" No No
MDAATUR [30] Hybrid Activity,

and Domain Model
Ambriola and Gervasi’s CIRCE [2] UML Class, ER, Yes FOLP No Yes

Dataflow, and

Use-Case Diagram
Deeptimahanti and Babar’s Use Case, UML No N/A No No
UMGAR [10] Class Diagram
Ibrahim and Ahmad’s RACE [29] UML Class Diagram No N/A No Yes
Meryem’s Framework [11] Use-Case Diagram No N/A No No
Selway’s Cognitive SBVR Model Yes FOL® No No
Grammar-Based Modal Logic
Framework [55]
Hossain’s Bi-directional UML Class Diagram, Yes DL® Yes Yes
Grammar-Based ER Diagram, and
Framework [23] ORM?¢"° Djagram
Karaa et al’s ABCD [4] UML Class Diagram No N/A No No
Omar and Baryannis’s SACMES [45] ER Diagram No N/A No Yes

aKR = Knowledge Representation. PFOL = First-Order Logic. °DL = Description Logic.

MDAATUR [30], and Ambriola and Gervasi’s CIRCE [2] use first-order logic (FOL) [26] as an un-
derlying formalism for the conceptual models. Selway’s cognitive grammar-based framework [55]
uses both FOL and Modal logic [6] as the underlying formalism whereas Hossain’s bi-directional
grammar-based framework [23] uses Description Logic (DL) [26]. DL is a computationally com-
plete and decidable fragment of FOL; therefore, validation and consistency check can be completed
at a reasonable time in Hossain’s bi-directional grammar-based framework.

Round-Tripping: All CM frameworks that we discussed in this article derive conceptual
models or prototype programs from NL text. They have similar motivations and all of them are
unidirectional except the bi-directional grammar-based approach [23]. Hossain’s bi-directional
grammar-based approach supports semantic round-tripping in conceptual modelling by
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leveraging a CNL [27]. It generates SQL code from the CNL specification that can be used in
building a schema for the information system.

Verification Support: Among the frameworks listed in Table 1, Mich and Garigliano’s NL-
OOPS [42], Ambriola and Gervasi’s CIRCE [2], Ibrahim and Ahmad’s RACE [29], and Hossain’s
bi-directional grammar-based framework [23] support verification during conceptual modelling.
This verification support mainly includes consistency and redundancy checking of the generated
conceptual models.

Saeki’s software development prototype is implemented to aid knowledge engineers in eliciting
requirements and to derive a formal specification from an informal one. Mich and Garigliano’s
NL-OOPS tool uses a complex NLP system called LOLITA to extract necessary information from
NL and builds a conceptual model from it. NL-OOPS supports verification (e.g., inconsistency and
redundancy checking) of the generated model. Harmain and Gaizauskas’s CM-Builder follows a
similar approach to NL-OOPS but does not have any verification support. Among these CM frame-
works, Ambriola and Gervasi’s CIRCE system uses a CNL for writing a domain-specific glossary
and rules for conceptual modelling. CIRCE also supports verification of the specification. Selway’s
cognitive grammar-based approach has been specially designed for domain experts and uses a
CNL (SBVR Structured English) for writing specifications. But Selway’s cognitive grammar-based
approach does not support verification. Hossain and Schwitter’s bi-directional grammar-based ap-
proach supports both verification and semantic round-tripping in conceptual modelling by using a
CNL. Unlike CIRCE and Selway’s cognitive grammar-based framework, Hossain and Schwitters’s
bi-directional grammar-based framework advocates that an authoring tool should be used while
writing specifications using a CNL to make the writing process easier for the domain experts and
knowledge engineers. Whereas, ABCD by Karaa et al. blends the statistical and pattern recognition
properties of NLP techniques to generate UML class diagrams from user requirements. Precisely,
more than 1,000 pattern rules, capable of extracting complex UML concepts such as multiplicity,
aggregations, compositions, and generalisations have been incorporated in ABCD. However, simi-
lar to Hermain and Gaizauskas’s CM-Builder and Selway’s approach, it does not support automatic
verification. Unlike the previous approaches, SACMES [44] introduces automation to generate con-
ceptual models based on a domain-independent ontology [25]. One of the features of this system
is the use of human intervention aligning with the automated output to minimise ambiguity and
thereby improve the performance of the system. Moreover, continuous storage of user behaviour
and the output model improves the automation capability with time.

Ilieva and Ormandjieva’s MDAATUR [30], Deeptimahanti and Babar’s UMGAR [10], Ibrahim
and Ahmad’s RACE [29], and the framework by Elallaoui et al. [11] generate conceptual models
from unrestricted NL text. All these frameworks except MDAATUR do not use any formal repre-
sentations for the generated conceptual models. MDAATUR uses a semantic network to formally
represent the conceptual models. In addition to that, due to the use of unrestricted NL specifica-
tions, these frameworks do not support round-tripping like the system of bi-directional grammar-
based framework [27]. However, RACE validates conceptual models by cross-checking the number
of valid concepts generated using their system and manual human interventions. The advantage of
these works is that they perform completely automated analysis of the NL text. No manual trans-
lation is required by the user. The parsing performed by these approaches is normally shallow and
incomplete because these systems use rules that search for syntactic patterns by ignoring differ-
ent parts of a sentence to extract elements. Therefore, it becomes difficult for these approaches
to provide detailed feedback to the user about possible errors, ambiguities, or inconsistencies. An-
other vital problem with these approaches is their variable performance. Apart from that, modern
NLP techniques are statistical and they require a large number of training data to work correctly.
Moreover, for supervised machine learning algorithms, domain expertise is needed to annotate
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the requirements. These requirements are most often classified assets of companies and domain
experts are seldom available to annotate these datasets. To overcome some of the problems of
classified assets, federated learning® could be used in a NL-based conceptual model generation
framework [48].

Furthermore, an algorithm trained on a company-specific requirements text may not work on
a different company-specific requirements text. A possible solution has been suggested by Fer-
rari [12] to build tools that can be trained on the job (which gather data and learn their task from
domain experts). Another interesting work [57] is the comparison between a textual description
and a process model where conflicts between textual and model-based process descriptions are
detected. To make process information accessible to different collaborators, many organisations
maintain textual process descriptions alongside graphical process models [57]. However, there is
a risk that the model and the text become misaligned when changes are not applied to both of
them consistently. The main idea behind the work in [57] is to support organisations in keeping
their process descriptions consistent by providing a way to automatically identify inconsistencies
between a process model and a corresponding textual specification. The bi-directional grammar-
based framework [27] provides a solution to this problem by providing semantic round-tripping
between the specifications and conceptual models.

Apart from the model-driven engineering techniques, a recent method of low or no code
software development is getting much attention. Low code software development has changed
the dynamics of software engineering by introducing the capability of citizen developers to
build tools without having a programming background [58]. Users can drag-and-drop reusable
actions using visual editors from low code platforms into workflows to speed up development.
Direct integrations, low code API accessibility, drag-and-drop workflow designers, and workflow
testing/prototyping resources are features that the majority of low code development platforms
share [59]. A low code development tool may also contain monitoring, resource management, and
sophisticated tools that speed up DevOps [36], depending on the platform. Low code development
provides us with several benefits including reduction of software development cost, better busi-
ness agility [1], rapid iterations [59], better manufacturing capability [52], and so forth. Despite
having several advantages, low or no code development techniques suffer from several shortcom-
ings: without professional developers, applications made with drag-and-drop platforms may be
difficult to update to satisfy new technical requirements [32]. Moreover, the runtime performance
of the application may not be as efficient, and it may be harder to integrate it with larger software
systems of an organisation [59]. Likewise, some no code tools that create mobile applications,
called online application generators, can have security issues [1]. Similarly, for a citizen developer
who does not know coding, debugging would be quite a challenge [32]. While low code and no
code tools contribute to the development phase of a software, formalisation and representation of
the NL-based requirement specifications of the software still remain as a distinct significant task,
which usually comes prior to the software development phase (e.g., using low code or no code).

17 FUTURE WORK

Existing NL-based conceptual modelling frameworks mainly focus on automatic requirements
elicitation. Some of them use controlled NL as a specification language and support verification
of the specification. However, none of them uses description logic as a formal representation lan-
guage and none of them addressed semantic round-tripping in conceptual modelling, except the
bi-directional grammar-based approach. We envisage an ideal conceptual modelling framework
that combines the advantages of the existing frameworks; for example, a conceptual modelling

Shttps://ai.googleblog.com/2017/04/federated-learning-collaborative html.
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framework that can support both requirements elicitation and semantic round-tripping (verbalisa-
tion). Additionally, the visualisation of the conceptual models can be improved using more generic
frameworks; for example, if the resulting conceptual model is in a generic format that can be trans-
formed into an ER diagram, UML class diagram, or use-case diagram according to the requirements
of the system. This can save efforts and resources of developing multiple tools for multiple sets of
uses. Moreover, in the case of requirements elicitation, the framework could use open information
extraction with a human in the loop who refines and curates the vocabulary, and for verbalisation,
it can use a CNL. In this way, it can support both requirements elicitation from unrestricted NL
specifications and verbalisation. The verbalisation can then be used as a formal specification to
support semantic round-tripping in such a framework. In contrast, the use of machine learning
techniques, such as generative models, can be introduced through adaptive modification of the
models according to the requirements. In addition, a universal dataset of requirements texts can
resolve the prevailing difficulties of different datasets for different instances. To this end, exploring
different NLP techniques or designing a blend of NLP technology and human intelligence for the
automatic formalisation of requirements text into CNL (i.e., automated or semi-automated prepro-
cessing of data), remains a direction for potential future work. On a similar note, integrating the
discussed methodologies in the formal verification, semantic round-tripping, and development of
testing frameworks for low code or no code software development techniques can be an interesting
research direction to explore.

18 CONCLUSION

This article presents a comparative study about some older and some newer NL-based conceptual
modelling frameworks with a particular focus on motivation, architecture, and characteristics that
include the major aspects of software requirements specification and formalisation such as differ-
ent diagram types, use of natural and restricted forms of NL, knowledge representation formalisms,
semantic round-tripping, and verification support. We find that the majority of these frameworks
ignored the use of CNL in requirements specification, although it could significantly enhance the
effectiveness of the frameworks. Moreover, semantic round-tripping is another useful concept that
could ameliorate the verification process of the conceptual modelling diagrams generated by these
frameworks and enable diagram-based requirements specification by the users. Additionally, ver-
ification of the frameworks needs to be automated and formalised (e.g., inclusion of semantic
round-tripping), as most of these frameworks lack automatic verification support. Considering
these perspectives, the article critically reflects on several notable conceptual modelling frame-
works, pointing out the potential opportunities for further developments in this research domain.
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